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Scaling range and cutoffs in empirical fractals
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Fractal structures appear in a vast range of physical systems. A literature survey inelliéxperimental
papers on fractalsvhich appeared in the six Physical Review journ@s-E and Letters during the 1990s
shows that experimental reports of fractal behavior are typically based on a scalinghrahgespans only
0.5-2 decades. This range is limited by upper and lower cutoffs either because further data are not accessible
or due to crossover bends. Focusing on spatial fractals, a classification is propos& aggregation(b)
porous media(c) surfaces and frontggd) fracture, ande) critical phenomena. Most of these systemscept
for class(e)] involve processes far from thermal equilibrium. The fact that for self-similar fratatsontrast
to the self-affine fractals of clags)] there are hardly any exceptions to the finding\e 2 decades, raises the
possibility that the cutoffs are due to intrinsic properties of the measured systems rather than the specific
experimental conditions and apparatus. To examine the origin of the limited range we focus on a class of
aggregation systems. In these systems a molecular beam is deposited on a surface, giving rise to nucleation and
growth of diffusion-limited-aggregation-like clusters. Scaling arguments are used to show that the required
duration of the deposition experiment increases exponentially AvitRurthermore, using realistic parameters
for surfaces such as M11) it is shown that these considerations limit the range of fractal behavior to less than
two decades in agreement with the experimental findings. It is conjectured that related kinetic mechanisms that
limit the scaling range are common in other nonequilibrium processes that generate spatial fractals.
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PACS numbsgs): 64.60.Ak, 61.43.Hv, 82.20.Mj, 68.55a

. INTRODUCTION log; P versus logor exhibits a straight line over a range of
length scales  <r<r; whererg (r4) is the lower(uppe)

The concept of fractal geometf§,2] has proved useful in - cutoff. The fractal dimensio® is given by the slope of the
describing structures and processes in experimental systenige within this range. Typically, the range of linear behavior
[3-9]. It provides a framework that can quantify the struc-terminates on both sides Iy andr, either because further
tural complexity of a vast range of physical phenomenadata are not accessible or due to crossover bends beyond
Fractals are objects that exhibit similar structures over gyhich the slope changes. For example, in spatial fractals the
range of length scales for which one can define a nonintegejcaling range is limited from below by the size of the basic
dimension. There are different procedures to evaluate thguilding blocks from which the system is composed and
fractal dimension of an empirical fractal, all based on mul-from above by the system size. However, the empirically
tiple resolution analysis. In this analysis one measures gheasured scaling range may be further reduced due either to
property P of the system(such as mass, volume, étas a  properties of the measured system or limitations of the appa-
function of the resolution used in measuringdiven by a  ratus. System properties that may further restrict the scaling
yardstick of linear size). Fractal objects are characterized range may béa) mechanical strength of the object which is
by reduced with increasing sizé€p) processes that tend to

smooth out the structure and compete with the fractal gener-
P=krP, (1.1)  ating processes(c) noise, impurities, and other imperfec-
tions in the system, anft) depletion of resources such as
whereD is the fractal dimension aridis a prefactofrelated  space available for growth or feed material. The apparatus
to the lacunarity of the objectFor such objects the graph of may limit the observed scaling range dugdplimited reso-
lution at the smallest scaledy) limited scanning area, which
may be smaller than the system size), limited speed of
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tial fractals appear in both equilibrium and nonequilibrium growth [25]. This model includes a single cluster to which
systems. The theory of critical phenomena predicts that aadditional particles attach once they reach a site adjacent to
the critical point of fluids, magnets, and percolation systemshe edge of the cluster. The additional particles are launched
the correlation length divergdd.0,11]. As a result, fractal one at a time from random positions far away from the clus-
domain structures appear over all length scales up to thier and move as random walkers until they either attach to
system size. Experimental evidence for fractal structures ahe cluster or move out of the finite system. Numerical simu-
criticality has been obtained for example, in the context oflations of this model were used to create very large fractal
percolation[12], in agreement with the theofd3,14 and  clusters of up to about 301C° particles[26]. These clusters
computer simulationgl5,16. Reaching the critical point re- exhibit fractal behavior over many orders of magniteke
quires fine tuning of the system parametersthese points though the lacunarity seems to change as a function of the
are a set of measure zero in parameter spadest empiri-  cluster siz¢ The asymptotic behavior of the DLA cluster has
cal fractals have been found in systems far from thermabeen studied analytically and numerically for both lattice and
equilibrium and thus not only out of the scope of critical continuum models, indicating a considerable degree of uni-
phenomena, but where equilibrium statistical physics doeyersal behavior[27,28. A universal fractal dimension
not apply. D=1.7 was observed in two dimensiof&D) andD=2.5 in

A variety of dissipative dynamical systems exhibit strangethree dimension$3D) [29].
attractors with fractal structures in phase space. The theory Morphologies similar to those of the DLA model and
of dynamical systems provides a theoretical framework foffractal dimensions around 1.7 have been observed in a large
the study of fractals in such systems at the transition to chaasumber of distinct experimental systems. These include elec-
and in the chaotic regimgl7]. At the transition to chaos, trodeposition[30] and molecular beam epitaxj¥IBE) [31].
fractals are found also in parameter spft8] while time  However, unlike the theoretical model, the experimentally
series measured in the chaotic regime exhibit fractal behaviasbserved morphologies are typically somewhat more com-
in the time domain19]. Fractal dimensions of objects in pact and the scaling range does not exceed two orders of
phase space are not limited by the space dimension, givingnagnitude. This observation has to do with the fact that un-
rise to the possibility oD > 3. Effective methods for embed- like theoretical models, which may be inherently scale free,
ding experimental time series in higher dimensional spacet empirically observed fractals the range of length scales
to examine the convergence of fractal dimension calculationsver which scaling behavior is found is limited by upper and
were developed and widely applig@0]. However, these lower cutoffs. For finite systems, the scaling range is limited
should be used with care as the number of data points rédy lower and upper cutoffs even if the internal structure is
quired in order to measure fractal dimensigfB) from em-  scale free. In this case the lower cutoff is the basic (mit
bedded time series increases exponentially with the dimeratom) size in the system, while the upper cutoff is of the
sion of the underlying attract¢21]. order of the system size. However, typically the scaling

In this paper we will focus on fractals in real space. Onerange is much narrower than allowed by the system size, thus
can classify the spatial fractal structures according to physilimited by other factors. This width is not predicted by the-
cal processes and systems in which they appear. We identifyretical models and in many cases not well understood.
the following major classesa) aggregation(b) porous me- There have been some suggestions on how to incorporate the
dia, (c) surfaces and frontgg) fracture,(e) critical phenom-  limited range into the analysis procedyi22]. On the one
ena(e.g., in magnets, fluids, percolatiorNote that some hand, this range may be simply limited by the apparatus used
systems may belong to more than one class. For exampl#) a given experiment. If this is the case, we would expect to
classega) and(d) describe the dynamical processes that gensee, at least in some experiments, when the most proper ap-
erate the fractal while classéls) and(c) describe the struc- paratus is chosen, a broad scaling range limited only by the
ture itself. Moreover, there is some overlap betwé®nand  system size. On the other hand, the scaling range may be
(c) since studies of porous media often focus on the fractalimited by properties intrinsic to the system. In this case,
structure of the internal surfaces of the pof28]. For case using a different apparatus is not expected to dramatically
(e) of equilibrium critical phenomena there are solid theoret-broaden the scaling range.
ical predictions of fractal structures at the critical point, most In this paper we explore the status of experimental mea-
extensively examined for the case of percolatid?3,14. surements of fractals. Using an extensive survey of experi-
The cutoffs in such systems may appear due to small devianental fractal measurements we examine the range of scales
tions of the parameters from the critical point values and duén which the fractal behavior is observed and the fractal di-
to the finite system size. Spatial fractals in the four othermensions obtained. We observe a broad distribution of mea-
classes typically result from nonequilibrium processes. Onsured dimensions in the range €.B <3, most of which are
should single out the case of surfaces and frgotswhich  interpreted as nonuniversal dimensions, that depend on sys-
are often inherently anisotropic and their fractal nature igem parameters. This distribution includes a peak around
characterized by self-affine rather than self-similar structurdd =1.7 due to structures that resemble 2D DLA-like clusters,
[9]. Among the other three classes, within the physics literawhich account for a significant fraction of the class of aggre-
ture, fractals in aggregation phenomena have been most egation processes. More importantly, we find that the range of
tensively studied. fractal behavior in experiments is limited between 0.5-2 de-

The abundance of fractals in aggregation processes stimgades with very few exceptions as discussed above. There
lated much theoretical work in recent years. The diffusion-may be many different reasons for this, which can be specific
limited-aggregatiofDLA) model, introduced by Witten and to each system or apparatus. However, the fact that the dis-
Sander[23,24], provides much useful insight into fractal tribution is sharply concentrated around 1.5 decades and the
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remarkably small number of exceptions indicate that therglots we extracted both the fractal dimension and the width
may be some general common features that limit this rangef the linear range between the cutoffsable |) [120]. Table
Trying to identify such features, we focus in this paper on & includes a row for each one of the 96 measurements. The
class of aggregation problems that appear in MBE experifirst column briefly describes the context of the experiment.
ments. In these experiments a finite density of DLA-like The second column provides a classification of the systems
clusters nucleate and grow on the substrate. The width of thgto the following categories: aggregatio)( porous media
scaling range is limited by the cluster sizepper cutoff, and  (p), surfaces and frontsS), fracture ), critical phenom-

the width of its narrow armglower cutofff which can be as  eng (), fracton vibrations V), turbulence T), random
small as the single atom. We show that a small increase ifya|k (R), and high energy physic#). In cases where more
the scaling range requires a large increase in the duration @han one class is appropriate we assign both classes. The next
the MBE experiments. Moreover, at long times edge diffu-two columns provide the fractal dimensigiD) and the
sion and related processes that tend to smooth out the fraClgiqgin of the scaling range in which fractal behavior was
structures become significant. These processes tend to ifatected 4). The next three columns provide the lower cut-
crease the lower cutoff and in this way limit the possibility of ¢ (ro), the upper cutoffi;), and the units in which these
further extending the scalir)g range. This detailed argument is ioffs are measured. Note that in many of the papers the
presented only for MBE-like aggregation problems. How-gcajes in the log-log plots are provided in a dimensionless
ever, we believe that related arguments, based on the faglym or in arbitrary units. In these cases we left the units
that in empirical systems there is no complete separation qfojymn empty. The last two columns provide the reference
time scales, may apply to other classes of fractal structuregymper and the figure number in that paper from which the
out of equilibrium. FD, A, and the cutoffs were obtained. We found that 29

This paper is organized as follows. In Sec. Il we presenteasurements belong to clas19 toP, 18 toS, 6 toF, 8
an extensive survey of experimental measurements of fraGy c 410V 2t0T. 4 toR. and 10 toH.

tals and examine the empirical dimensions and scaling range.

g biai : " To examine the distribution of widths of the scaling range
In order to obtain a better understanding of the limited scaly, o present a histograffFig. 1) that shows, as a function of

ing range, we focus in Sec. Il on the case of nucleation anghe \yidth (in decadesthe number of experimental measure-
growth of f_ractal |_slands on surfa_lces. The width of the scaly,ants in which a given range of widths was obtained. Sur-
ing range is obtained as a function of the parameters of thgiqing)y it is found that the typical range is between 0.5 and
system and it is shown that under realistic assumpt_lo_ns @ decades with very few exceptions. To obtain more insight
does not exceed two decades. These results and their impliyo ¢ the scaling range we present separate histograms for
cations to empirical systems are discussed in Sec. IV, f°|aggregatior{Fig. 2(a)], porous medidFig. 2b)], and sur-
lowed by a summary in Sec. V. faces and front§Fig. 2(c)]. The distribution for aggregation
systems is basically similar to the one of Fig. 1, with a peak
around 1.5 decades. We note in particular that it does not
include measurements over significantly more than two de-

Here we present an extensive survey of experimental pasades. The width distribution for porous media has the same
pers reporting fractal measurements, and examine the rangeneral shape, however, the scaling range is typically nar-
of length scales over which fractal properties were observedpwer and the peak is centered around one decade. The width
as well as the reported dimensions. In our survey we used thdistribution for surfaces and fronts includes both a flat range
INSPEC database from which we extracted all éaperi-  between one and two decades, in addition to a few cases with
mentalpapers in Physical Review A—E and Physical Reviewthree and four decades. It is interesting to note that the papers
Letters over a period of seven yeafdanuary 1990- in which three or four decades of scaling behavior are re-
December 1996that include the wordractal in the title or  ported[46,72,87,90are in the context of surfaces and fronts,
in the abstract, a total of 165 papdB3]. These papers ac- related to self-affine, rather than self-similar fractals. This
count for 9.1% of the 1821 experimental papers on fractal®bservation raises the question of whether, for self-similar
that appeared during that seven year pefaut 6.8% of all  fractals, there are some common features of the empirical
such papers ever publishé2425 papers since 19¥78n all  systems reviewed here, which tend to limit the width of the
scientific journals listed by INSPEC. scaling range.

Experimental measurements of fractal dimensions are To obtain the distribution of measured fractal dimensions
usually analyzed using the box counting or related methodsve constructed a histogra(fig. 3) showing the number of
In these measurements a log-log plot is reported in which thexperiments that observed fractal dimension in a given
horizontal axis represents the length sqalech as the linear range. The fact that most of the experiments deal with spatial
box sizg and the vertical axis is some featuigich as the fractals is reflected in the observation that in most cases
number of boxes that intersect the fractal) det the given D=3 [121]. Two peaks are identified in the histogram,
box size. Typically, the reported curves include a range ofiroundD=1.7 andD=2.5. In addition to these peaks, there
linear behavior. This range terminates on both sides by uppés a broad distribution of observed dimensions in the entire
and lower cutoffs either because further data are not accesange of 0.5D<3.0. To further examine the observed di-
sible or due to a knee beyond which the line is curved. Thenensions we also show separately their distributions for the
apparent fractal dimension is then obtained from the slope oflasses of aggregatidirig. 4(a)], porous medidFig. 4(b)]
the line in the linear range. Out of the 165 papers mentionednd surfacefFig. 4(c)]. The statistics available for the other
above, 86 paperg34—119 included such a plotand 10 of classes is not sufficient to draw significant conclusions. We
them included two plots For each one of these 96 log-log observe that for aggregation systems there is a huge peak

II. SURVEY OF EXPERIMENTAL RESULTS
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TABLE I. Experimental reports on fractals in Physical Review journals from January 1990 to December 1996, presented in chronological
order. In the first column the context of each experiment is briefly mentioned. It is then classified, in the second column according to the
following classification: aggregatiorAj; porous media R); surfaces and frontsS); fracture §); critical phenomenaQ); fracton vibra-
tions (V); turbulence T); random walk R), and high energy physicd(). The next two columns provide the fractal dimens{&D) and
the width of the scaling range in which fractal behavior was detecigd The next three columns provide the lower cutaff)( the upper
cutoff (r,), and the units in which these cutoffs are measured. For papers in which the log-log scales are provided in a dimensionless form
or arbitrary units we left the units’ column empty. The last two columns provide the reference number and the figure number in that paper
from which the FD,A, and the cutoffs were obtained.

Experiment Class FD A o ri Units Ref.  Fig.
Aggregation of interacting colloidal gold particles A 19 10 0.23 23 At [34] 2
Elastic properties of colloidal gels AP 20 10 02%10°% 25x10°® A"! [35 8
Low frequency dynamics in superionic borate glasses \% 33 07 1.6 8.0 cn®  [36] 7@
Fluctuations in granular ceramic superconductors C 23 15 0.027 0.85 [37] 2
Role of local latent heat in Ge pattern formation A 1.7 07 5.7 28.5 [38] 5
FD in silica aerogel - crystallized P 28 0.8 0.8 5.2 nm [39] 2
FD in silica aerogel - aerojel P 23 11 0.13 1.8 nm? 3
Vibrational dynamics in silica aerogels \Y 24 0.9 0.015 0.13 Al [40] 1
Conformation of graphite oxide membranes in solution S 24 09 2.6 22 um- 1t [41] 3
Viscous fingering in inhomogeneous porous models S 15 13 2.15 40 [42] 11
Self-avoiding fractals: open magnetic chains in Fe-Cu R 13 17 3 148 [43] 2(d)
Self-avoiding fractals: closed defect loops in Ni-Mo R 12 11 0.023 0.31 ®)
Fractal structure of cross-linked polymer resin P 20 0.7 0.009 0.05 Al [44] 1
Diffusion-limited-aggregation-like structures in solids A 1.7 17 2.6 120 [45] 3(a)
Gravity invasion percolation in 2D porous media S 1.3 28 0.05 32 [46] 3
Isoscalar surfaces in turbulence S 1.7 1.3 5.4 100 [47] 1
Viscous fingering in colloidal fluids S 16 1.8 1 70 [48] 1(a)
Viscoelastic fracturing in colloidal fluids F 1.4 1.8 1 70 o)
2D islands of Au on R(000)) (STM) A 1.7 16 35 1500 A [49] 4(a)
Hyperscaling law on polymer clusters C 25 1.0 0.01 0.1 At [50] 1
Structure of silica gel§light scatteringLS)] P 21 13 1.x10 2.3x10°  cm ! [51] 1
Morphology of polystyrene colloidd.S) A 20 09 4x10* 3.3x10°3 cm [52] 6
Morphology of polystyrene colloids A 1.6 11 8Xx10* 0.01 cm 7
Aggregation of colloidal particles at a liquid surface A 15 16 3.16 112 [53] 4
Colloidal aggregation at the liquid-air interface A 16 14 1.12 25.1 [54] 4(b)
Micrograph of Charpy fracture surface F 1.2 19 2x10° 0.22 mm  [55] 3
Low-cycle-fatigue fracture surface F 1.4 14 2%10° 0.07 mm 5
Patterns formed by laser in GeAl thin multilayer films P 19 15 2 66 [56] 2
Particle production in hadron-nucleus interactions H 08 10 1.0 10 [57] 3
Aggregation in a solution of polystyrene sphe(eS) A 1.7 0.7 600 3000 cm! 58] 4
Aggregation of self-assembled monolayer A 1.7 18 10 600 nm [59] 43
Infinite percolation cluster in thin films C 19 13 1.41 26.6 [60] 4(a)
Fractal dimension of fractured surface F 15 13 7.5 150 um [61] 1
Self affine growth of copper electrodeposi&TM) S 25 15 104 3x10°* nmm™ ! [62] 3
Growth of fractal clusters on thin solid films A 1.7 09 7.0 60 [63] 3(a)
Correlations in colloidal silica aerogels P 16 09 0.3 2.4 [64] 4(b)
Correlations in colloidal silica aerogels P 09 0.6 0.7 2.8 &)
Fractal electrodeposits of silver and copper films A 15 14 1.0 23 [65] 2(c
Multifractal analysis of nucleus-nucleus interactions H 1.0 1.0 1.0 10 [66] 2
Period-doubling scenarios in Taylor-Couette flow T 24 14 2.0 45 [67] 9@
2D aggregation of polystyrene latex particleptical) A 15 18 0.56 31.6 [68] 2
Nucleation-limited aggregation in aqueous-solution films A 1.8 16 5.0 220 [69] 1(b)
(ST™M)
Fractal electrodeposits grown under damped free A 25 1.2 0.06 0.87 cm  [70]  3(a)
convection
Colloidal aggregation induced by alternating electric fields A 15 14 1.8 42 um [71]  2(b)
Fractal electrodes and interfaces S 24 3.8 10 6< 10* Hz [72] 13

Fractal distribution of earthquake hypocenters F 1.8 14 5.0 120 km  [73] 3
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TABLE I. (Continued.

Experiment Class FD A o ry Units Ref. Fig.

Pore space correlations in capillary condensa(ld®) P 26 14 0.1 2.5 wmt [74] 3

Water desorption and adsorption in porous materials P 1.7 0.8 0.02 0.14 At [75] 3

Spin-lattice relaxation by paramagnetic dopants in C 3.0 13 0.5 10 S [76] 5
Li,Si,O5

Spin-lattice relaxation by paramagnetic dopants in C 21 13 0.5 10 s 5
N&Si,Og

Interface thickness in block copolymers S 25 0.9 0.03 0.25 Al (771  8@a

Long range correlations in Silica aerogels AP 1.7 11 0.015 0.2 At [78] 10

Low-frequency vibrational states is,S; glass \% 24 04 14 32 cm? [79] 3

Heavily irradiated pure and doped NacCl crystdkaman P 25 12 6 100 cm? [80] 1

Multihadron production in high energy interactions H 09 1.0 1.0 10 [81] 2

Pseudorapidity distribution for particles produced inpp H 1.0 13 0.5 10 [82] 2
collisions.

Multifractal moments in 800 GeV proton-nucleus H 07 17 0.2 9 [83] 1(a)
interactions

Electrodeposition of a gold oxide layer on a gold cathode S 22 15 40 1258 A [84] 4(a)
(STM™)

Aggregation of 2D polystyrene particlém-situ A 1.8 13 10 220 um [85] 3(d)
microscopy

Fractal scaling behavior of vapor-deposited silver films S 24 0.6 40 150 [86] 3

Tracer dispersion fronts in porous med@mputer S 14 25 0.1 32 [87] 5
imaging

Teritary structure of proteins R 16 13 50 1000 [88] 1

Dense colloid silica suspensions in a®+D,0O medium P 1.6 04 0.9 2.5 [89] 2

2D aluminum corrosion fronts S 1.2 37 2.0 16 pum [90] 4

Aggregation of polystyrene laticdgS) A 1.7 0.8 100 600 nm [91] 4(a)

Aggregation of polystyrene laticd&S) A 27 05 200 630 nm @)

Diffusion of aggregates in carbonaceous flame soot AP 22 04 2.0 5.0 [92] 2
aerosol(LS)

Spinodal decomposition in hydrogen-bonded polymer A 24 04 56&10°% 15x10°° [93] 3(a)

Broadband edge density fluctuations in compact helical T 6.0 20 100 16 [94] 3(a)
system

Graphitic oxide sheets suspended in agueous solution F 21 12 2.0 25 umt [95] 2

Structural analysis of electroless deposits A 16 13 0.05 1.0 [96] 5(b)

Boson peak in the raman spectra of amorphous GaAs \% 25 0.6 300 1200 cm? [97] 5

Fractal structure of porous solides characterized by P 26 04 5.6 12.6 [98] 1(b)
adsorption

Cold deposited silver flms determined by low temperature S 25 1.8 0.03 2.0 nm? [99] 6(a)
STM

Porous glass characterized by adsorbed dibromomethane P 23 07 0.03 0.15 Al [100] 3

Multifractality of medium energy particles in p-AgBr H 0.7 06 1.22 4.95 [107] 2(a)
interactions

Multifractality in proton-nucleus interaction H 09 13 2 44 [102] 3

Multiplicity distributions from central collisions®0+ Cu H 1.0 1.0 1.0 10 [103] 8(a)

Fractal analysis of the multiparticle production process H 08 1.0 4.0 40 [104] 7

Double layer relaxation at rough electrodes A 25 05 0.3 1.0 MA [105] 2

Long range correlations in DNA sequences from wavelet R 1.0 24 16 4100 [106] 2
analysis

Percolation in a 3D disordered conductor insulator C 19 0.8 0.1 0.6 um [107] 3
composite

Percolation in a 3D disordered conductor insulator C 26 05 0.6 2.0 um 3
composite

Oxide aggregation on liquid-gallium surface A 15 21 0.45 55 pum [108] 4

Dense branching morphology in Bi/Al/Mn/SiO films S 16 20 9x 103 1.0 [109] 11(8)

Evolution of source rocks during hydrocarbon generation P 25 16 5x 103 0.2 -1 [110]  4(b)
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TABLE I. (Continued.

Experiment Class FD A o ry Units Ref. Fig.
Fractal dimension of Li insertion electrodes S 2.3 2.0 5.0 500 mV/s [111] 2C
Cyclic I-V studies of In oxide films S 1.8 2.3 1.0 200 mV/s [112] 2
Sn oxyfluoride S 1.9 1.2 15 23 Mum 4
Intermittency in®’Au fragmentation H 1.0 1.3 2.0 40 [113) 4@
Evaporatively controlled growth of salt trees A 2.3 0.8 0.25 1.6 cm [114] 4(a)
Fractal growth during annealing of aluminum on silica A 1.7 2.3 1.0 200 [115] 5
Flow of water pumped through pore spa®MR) P,C 1.8 0.5 1.0 3.5 [116] 7(a)
Formation of side branches of xenon dendrites S 1.4 2.4 0.015 4.0 mm  [117] 11
Aggregation of porphyrins in aqueous solutions A 25 1.7 0.65 30 um~1 [118] 1

Structure and Pertinent length scale of discotic clay gel P 1.8 09 2x10°° 15x10* At (119 1(a

aroundD=1.7 that corresponds to 2D DLA. In addition, as they exhibit spatial fractal structures that grow out of ther-
there are some systems with higher dimension, a few of themal equilibrium. Moreover, DLA-like structures account for
may correspond to 3D DLA, for which the dimension is a significant fraction of the surveyed papers and are thus
D=2.5. For porous media we observe a rather flat distribuparticularly relevant.

tion of fractal dimensions in the range ¥® <2.8. For sur-

faces and fronts there are two peaks, one aroDesll.5, Ill. DLA-LIKE CLUSTERS ON SURFACES

which includes topologically one-dimensional fronts, and the ) ) ) . .
other one aroundD=2.5, which includes rough two- We will now examine the scaling properties and cutoffs in
dimensional surfaces. a class of systems in which DLA-like clusters nucleate and

The measured dimensions in Table | represent not onigrow on a surface. Particularly, in MBE a beam of atoms is
empirical measurements of the fractal dimensiag but in deposited on a suk_)strate. These atoms dl_ffuse on the surface
some cases these are generalized fractal dimensions. In p&2d nucleate into islands that keep growing as more atoms
ticular, experiments in which scattering techniques are use'® added. MBE experiments on systems such as Au on
tend to provide the correlation dimensi@y. The general- RU(000D [31,124, Cu on R40007) [124], and Pton RL11)

ized dimensiorD, is a monotonically decreasing function of [125,124 give rise_to DLA Iike_ clusters with dimensions_

q[122,123. close to 17 We will now consider the growth processes in
Due to the broad scope of systems included in our surveySUch experiments. domlv deposited

it is not possible at this stage to provide general arguments, " MBE experiments atoms are randomly deposited on a

We chose to focus our discussion on the class of aggregatidriéan high symmetry surface from a beam of flukgiven in
systems in which a finite density of DLA-like clusters nucle- monolayersML) per seconyl Each atom, upon attachment

ates on surfaces. These systems are in a way representati{fé € surface, starts hopping as a random walker on a lattice
which can be a square lattice for f¢601) substrates and

triangular lattice for fc111) substratepuntil it either nucle-

28.0

260 | | ' ' | | ] ates with other atoms to form an immobile cluster or joins an
240 | 1 existing cluster. The hopping ratg, (in units of hops per
220 | ] 1 secondl for a given atom to each unoccupied nearest neigh-
200 | — 1 bor site is
18.0 | ]

§ 0] ] ho=v exp(—Eq/kgT), (3.9

§ ::Z i wherev=10"is the standardly used attempt frequengy,

= ool ] is the energy barriekg is the Boltzmann factor, and is the
8ol ] temperature. The coverage after timds then 6=Ft (in
60| ] ML). The submonolayer growth is typically divided into
a0l ] three stages: the early stage is dominated by island nucle-
20 B ] ation, followed by an aggregation dominated stage until coa-
00 L 5o m 5 = a0 lescence sets in. In studying the fractal properties of islands

Number of decades we are interested in the late part of the aggregation stage,

L _ _ where islands are already large, but separated from each
FIG. 1. Distribution of the widths of the scaling range for fractal gther, as coalescence is not yet dominant. The scaling behav-
measurements reported in Physical Review journals between 19.%8r at, this stage has been studied using both rate equations

and 1996. The horizontal axis shows the width of the linear range i . .
the log-log plots(measured in decadesver which the FD was r%:z;oluiadiﬂgthgﬁgtgei:{thlc\)/lfciilzlrzndléliastloir\]/se[r%:gbs_14]]. It
determined and the vertical axis shows the number of measure- y 9 y

ments in which a given width was obtained. Note that most fractal E\7
measurements appear to be based on data that extends between 0.5 NN( )
and 2 decades. The bin-width is 0.3 decade.

(3.2
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10.0 ! : ; , . 28.0
26.0 | —
240
8.0 1 220
20.0 - —/
18.0
§ %00 g 160 |
% — S 140 R
b 2
E E 120
2 40} E
10.0 —
8.0
20 | 60
40
20
0.0 ‘ . . ‘ ‘ 00 ‘ ‘ —’—W ‘ ‘ M
0.0 1.0 2.0 3.0 4.0 50 6.0 0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0
(a) Number of decades Dimension
10.0 i . i ‘ ‘ FIG. 3. Distribution of experimentally measured fractal dimen-

sions. A broad distribution is observed with peaks arobDnel1.7
andD=2.5. The bin width is 0.3.

80 r
sizes<i* are not unstable but only mobile, the scaling ex-
ponent takes the formy=i*/(2i* +1) [129,141. For sys-
tems in which only the single atom is mobi(such as the
DLA model), i* =1 andy=1/3[142]. The typical distance
a0 | ] between the centers of islands, which is givernvby N~ %2,
then scales as

6.0

Number of cases

20 h 1/6
/~| =2 3.3
/ El - .
0.0 : : : : :
0.0 1.0 2.0 3.0 4.0 5.0 6.0
(b) Number o docades The growth potential of each cluster is limited by this dis-

tance, beyond which it merges with its nearest neighbors.
Therefore,/ is an upper cutoff for the scaling range of the
DLA-like islands for the given experimental conditions
80t - [143,144. This cutoff can be pushed up by varying the
growth conditions, namely, the temperature and the flux.
However, Eq(3.3) indicates that in order to add one order of
magnitude to/” one needs to increase the ralig/F by a
factor of 16. This can be done either by reducing the flux, or
by raising the temperature, which would increase the hop-

10.0

6.0 |

Number of cases

40 + 4
ping rate. To get a broad scaling range one can also choose a
substrate with very low hopping barriers, so the required

20 f ] deposition rate would not have to be unreasonably small.

H However, the slow dependence ©4fon h,/F indicates the
inherent difficulties in growing fractal islands with a broad

%0 10 20 30 40 50 6.0 scaling range.

(c) Number o’f decades

We will now try obtain a more quantitative understanding
of the situation. First, we will consider the case of no signifi-
cant thickening of the arms of the DLA-like clusters. In this
case the lower cutoff remains of the order of the atom size.
The maximal width of the scaling range is then given by

] ] ] ] Ay=log,o/’, where/ is given in units of the substrate lattice
The exponenty is determined by the microscopic processesqgnstant. We thus obtain

that are activated on the surface during growth. It can be

expressed in terms of the critical island siZe which is the h

size for which all islands with a number of atomsi* are Ao=z|0910(—0)- (3.9
unstable(namely, dissociate after a short timehile islands 2 F

of sizes=i* +1 are stable. It was found, using scaling ar-

guments and MC simulations that for isotropic diffusion, in To approach this width the clusters need to fill the domains
the asymptotic limit of slow deposition ratg=i*/(i* +2) of linear size/ available to them. The coverage at which this
[128,137,138 However, in the case that the small islands ofmaximal width is obtained is

FIG. 2. The distributions of the widths of the scaling range for
particular classes of spatial fractala) aggregation(b) porous me-
dia, and(c) surfaces and fronts.
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200 \ ‘ ‘ « - ’ dence ofA, on the hopping energy barrier and the tempera-
180 |- ] ture can be obtained from E¢B.4) by writing hy explicitly
160 - ] ] from Eq. (3.1, which gives
140 - A 3 v I v EO I
g 120+ 0= 5 0010 E _kB_-I—Ogloe . (3.9
‘a | It is easy to see that even for a system in which the energy
Z 80f 1 barrier E, vanishes, and for the extremely slow deposition
6.0 | ] rate ofF = 10" ® ML/s, the width of the scaling range, assum-

ing v=10"% would beA,=3 decades. Under these condi-
tions, and takind = 1.7, the optimal coverage given by Eq.

4.0

2or ] (3.5 for fractal measurement would b@=0.126, which
0.0 ; : : ; : would be obtained after about 35 h of deposition. However,
0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 . .y . . .
(a) Dimension the duration of the deposition experiment in typical sub-
monolayer studies is usually limited to no more than a few
20.0 hours.
180 | 1 The experimentally feasible scaling range is further lim-

ited by the fact that the diffusion properties of physical sub-
strates differ from the DLA model. In particular, the assump-
tion of an infinite separation of time scales, namely, that an
120 | 1 isolated atom has high mobility while an atom that has one
100 | ] or more nearest neighbors is completely immobile should be
weakened. In a real high symmetry substrate one can identify
a variety of hopping rates such ag for an isolated atom,
60 r 1 hegge fOr an atom moving along a step or island edge, and
a0l ] hgetacnfOr an atom detaching from a step or island edge. We
have seen that for a given substrate temperature, the scaling
range can be increased by reducing the #fuxThis can be
0.0 D 20 30 2 53 50 70 done as long a$i;>F>hgqge Ngetacr HOWeVer, once the
(b) Dimension duration of the experimerigiven byt= 6/F) becomes of the
order of 46 0O Nggiaey, diffusion along and away from the
edges becomes significant and modifies the morphology of
180 | 1 the islands. These processes allow atoms to gradually diffuse
160 | ] into the otherwise screened regions of the DLA-like island.
As a result, the arms becomes thicker and shorter and the
islands become more compact. For the discussion below we
1201 ] will denote by h;=max(hegge:Ndetac the highest hopping
100 | 1 rate among the edge moves that may affect the island mor-
phology.h; can be expressed in terms of the hopping energy
barrier for this proces<, just as in Eq(3.1). The lowest
6ot 1 deposition rate that can be used, without having these edge
40| 1 processes affect the morphology, is of the ordefFefh;.
Using this deposition rate the deposition time up to coverage
6 is t=6/h,. From Eq.(3.6) andh;/v=exp(—E;/kgT) we
%0 16 20 80 40 50 80 70 obtain that the maximal widthA of the scaling range, in
© Dimension decades, is then given by

14.0 +

Number of cases

80

20

20.0

14.0 -

Number of cases

8.0

20

FIG. 4. The distributions of fractal dimensions for particular v
classes of spatial fractal&) aggregation(b) porous media, an¢t) A= E(
surfaces and fronts.

Ei—Eo
kgT

logce. 3.7

Using Eq.(3.1) one can eliminate the temperature and ex-

o [F\P2 press this width in terms of the activation energy barriers and
0~N/"~ h_o ' (3.9 the fluxF (which is chosen equal th,):
a=2 1= 510, 3.8
whereD is the FD of the clusters and the deposition time up 2\t E /0% E) 3.8

to this stage is given by=6/F. This, together with EQ.

(3.4), shows the essential property that a linear increase in To obtain the duration of the deposition experiment, for a
the scaling rangd , (given in decadesequires an exponen- givenA we extractF from Eq. (3.8) and uset= 6/F, where
tial increase in the duration of the experiment. The depend is given by Eq.(3.5). We obtain
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1 structures account for a significant fraction of the surveyed
t= ;10“, (3.9 papers. The analysis presented here is directly relevant to
systems in which a finite density of DLA-like clusters is
where nucleated on a substrate. On the other hand, for growth of a
single DLA-like cluster, in problems such as electrodeposi-
6E, tion, different considerations are required but we believe that
K= El—Eo+D_2' (310 the issue of separation of time scales between the fractal
generating processes and the smoothing processes deter-
This exponential dependence of the experiment duration omines the width of the scaling range also there.
A clearly limits the feasible scaling range that can be ob- To explain why our arguments are specific to nonequilib-
tained in these experiments. SinEe>E,, it is clear that rium systems we will use 2D percolation as an example of an
K=4. This lower bound is obtained fdf,=0 andD=0, equilibrium critical system. In a 2D percolation experiment,
while typical values for DLA-like clusters ar€=5.7. one can use a similar apparatus as described above for MBE.
Interestingly, the situation expressed by E3}9) is some- |t is then assumed that diffusion is negligible and atoms are
what reminiscent of that of the theory of algorithmic com- deposited until the coverage reaches the percolation thresh-
plexity [145]. In this theory, there is a distinction between o|d. In such an experiment there is basically no dynamics on
algorithms for which the time complexity function dependsthe surface. The only constraint is that the deposition will be
polynomially on the input lengtlitypically the number of completed and all measurements are performed at a time
bits needed to describe the input, i.€.In(inpu], and algo-  scale small compared to the hopping time. However, the
rithms for which the dependence is exponential. Generallyhopping time can be made as long as needed by reducing the
problems for which there is a polynomial time algorithm aresupstrate temperature. Under these conditions, there are no
considered tractable while ones for which there are only eXdynamical constraints on the width of the scaling range,
ponential time algorithms are considered intractable. Ongyhich is only limited by the system size, the precision in
can make a rough analogy betwekrand the input size, and which the percolation threshold is approached and the appa-
the experimental duration and computation time. Within thisyagtys.
analogy, the growth problem considered here, for which the The discussion so far focused on highly correlated sys-
desired large value of is given as input falls, into the class tems generated by dynamical processes such as diffusion and
of intractable problems. The understanding of the imp|ica-aggregation_ However, weakly correlated systems may also
tions of these ideas to general aggregation problems angkhibit fractal behavior over a limited range of length scales.
other classes of fractal systems would require further studieshis behavior may appear in porous media in the limit of low
Here we will focus on the conclusions drawn from Egs.volume fraction of the pores, or in surface adsorption sys-
(3.8) and (3.9 on specific experimental systems. fll)  tems in the low coverage limit. In this case the fractal behav-
metal surfaces are the most promising experimental systenigr does not reflect the structure of the basic objéstsh as
for studies of the growth modes considered here. The energyores or clustejsbut their distribution. Using simple models
barriers for A(111) are E;=0.04 eV andE;=0.32 eV consisting of randomly distributed spherical or rodlike ob-
[146,147. For RH111) E;=0.16 eV andE;=0.54 eV[148]  jects, we performed multiple resolution analysis and ob-
while for P(111) E;=0.12 eV andE;=0.69 eV[149,150.  tained analytical expression for the box-counting function in
These numbers indicate that(AL1) can provide the widest this caseg/151-154. It was shown that in the uncorrelated
scaling range for an experiment of a given duration. Usingcase, at subpercolation coverage, one obtains fractal behavior
the equations above, for @11) we find that it is feasible to  over 0.5-2 decades. The dimensions are found to be nonuni-
obtainA =2 decades, which requirds=118 K andF=0.02  versal, and vary continuously as a function of the coverage.
ML/s. However,A=2.5 decades is already highly unfeasible The lower cutoff in these systems is determined by the basic
since it requires a deposition rate of about 1ML/38at  object size while the upper cutoff is given by the average
T=94 K). These results seem to be consistent with the exeistance between them. It is interesting that this independent
perimental findings reported in Sec. Il, where for aggregatioranalysis, which applies to a different class of systems from
processes no measurements are reported with significantlite ones we focused on in this paper, also gives rise to a
more than two decades of scaling range. To summarize, wigactal range of less than two decades.
have shown that the growth of DLA-like clusters is limited
by two processes(l) the nucleation density, an@®) edge

mopili'gy and _d_etachment._ The resulting clusters can, un_der V. SUMMARY
realistic conditions, exhibit at most 2—3 decades of scaling
range. In summary, we have performed a comprehensive survey

of experimental papers reporting fractal measurements. Fo-
cusing on spatial fractals, these systems were classified ac-
cording to the types of systems and processes. It was found
The MBE systems examined here are representative in théat for self-similar fractals, the width of the scaling range is
sense that they exhibit spatial fractal structures which formtypically limited to less than two decades with remarkably
out of thermal equilibrium. The need for a separation of timefew exceptions. In an attempt to examine the origin of this
scales seems to be more general for nonequilibrium aggreghehavior we have focused on a class of MBE experiments in
tion and growth processes, although the details and the pawhich a finite density of DLA-like clusters nucleate and
ticular exponents may be different. Moreover, DLA-like grow. We have derived an expression of the duration of the

IV. DISCUSSION
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deposition experiment that is required in order to obtain a.g., surfaces and fronts, porous media, and other aggrega-
given width A for the scaling range. This expression showstion processes requires further studies.

that the experimental time increases exponentially with

given in decades. Applying this expression to real experi- ACKNOWLEDGMENTS
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